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Abstract

The past 25 years has seen phenomenal growth of interest in judgemental approaches to forecasting and a significant change

of attitude on the part of researchers to the role of judgement. While previously judgement was thought to be the enemy of

accuracy, today judgement is recognised as an indispensable component of forecasting and much research attention has been

directed at understanding and improving its use. Human judgement can be demonstrated to provide a significant benefit to

forecasting accuracy but it can also be subject to many biases. Much of the research has been directed at understanding and

managing these strengths and weaknesses. An indication of the explosion of research interest in this area can be gauged by the

fact that over 200 studies are referenced in this review.
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1. Introduction

While judgement has always played an important

role in forecasting, academic attitudes to the role and

place of judgement have undergone a significant

transformation in the last 25 years. It used to be

commonplace for researchers to warn against judge-

ment (e.g. Hogarth & Makridakis, 1981), but there is
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now an acceptance of its role and a desire to learn how

to blend judgement with statistical methods to estimate

the most accurate forecasts. The forecasting practition-

er has never shared the scepticism of the researcher

towards judgement. It is generally recognized that

without management judgement in forecasting, serious

problems can result. Worthen (2003) describes Nike’s

$400 million experiment with forecasting software

which went disastrously wrong leading to massive

inventory write-offs due to the system’s inaccuracy and

lack of management input. Worthen claims that

bcorporate America is littered with companies that

invested heavily in demand software but have little or

nothing to show from itQ. Good forecasting requires
sting 22 (2006) 493–518
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Fig. 1. Forecasting steps.
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that management judgement play its role and, equally

important, that there be effective implementation of the

forecasting systems (Fildes&Hastings, 1994). It is also

important that the goal of the forecasting be clearly

defined. The cost of lost sales and excess inventory are

rarely equal and their costs fall on different organisa-

tional units. This often leads to different units having

differing forecasting goals (Lawrence, O’Connor, &

Edmundson, 2000).

The poor corporate experience of forecasting

software claimed by Worthen may be partly respon-

sible for the recent Sanders and Manrodt (2003)

finding from a large survey of 240 US corporations,

that only 11% reported using forecasting software.

And of those who did use forecasting software, 60%

indicated they routinely adjusted the forecasts based

on their judgement. Thus, understanding the proper

use of judgement is more than ever an important

activity for researchers and practitioners.

It may be expected that judgement would play an

important role in company sales forecasting where

the impacts of promotions and competitor activity,

generally known or anticipated by marketing staff,

can be built into the forecasts. But judgement also

plays an important role in macro-economic forecast-

ing (Batchelor & Dua, 1990; Clements, 1995; Fildes

& Stekler, 2002; McNees, 1990; Turner, 1990).

Fildes and Stekler (2002) in their review of

macroeconomic forecasting, summarise their findings

by stating that bthe evidence unequivocally favours

(judgmental) interventionsQ.
In Fig. 1, we show the steps in forecasting, say, the

sales of a product. We propose viewing the total set of

data useful for forecasting as made up of two classes;

the history data and the domain or contextual data.

The history data are the history of the sales of the

product. The domain data are in effect all the other

data which may be called on to help understand the

past and to project the future. This includes past and

future promotional plans, competitor data, manufac-

turing data and macroeconomic forecast data. The

data usually input to a forecasting decision support

system are the history data and occasionally promo-

tion data. The adjustment review process is informed

by both the history data and all the non-history data.

In this review of the past 25years of research into

judgmental forecasting, we have divided the field along

the lines of Fig. 1. We first consider judgmental
forecasting of a time series with no domain or

contextual knowledge. Under this restriction, if we

compare a judgmental forecaster with a quantitative

model, as both are limited to the same data set, we gain

a fair comparison of the strengths of each mode of

forecasting. We then move to examine the influence of

domain knowledge on the judgmental forecaster. Here

we are specifically looking to see how the judgmental

forecaster may use non-time series information to

improve the forecast. Up to this stage in the review we

have restricted ourselves to examining point forecasts.

In the following section, we examine the research

contribution aimed at investigating probabilistic or

interval forecasts. Finally, we consider what research
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has revealed over the last 25years about how the role of

judgement in forecasting can be improved.
2. Judgmental (point) forecasting without domain

knowledge

This section reviews judgmental point forecasting1

under the restriction that the judgmental forecaster has

no domain knowledge.2 This is, in practice, a most

unlikely situation as a judgmental forecaster will

almost always have some information about the value

to be forecasted in addition to the time series values.

However, it does form a useful basis for comparison

with statistical methods as the two methods are both

restricted to the same data set and thus are on a blevel
playing field.Q

Hogarth and Makridakis (1981), in a major review,

analysed over 175 papers concerned with forecasting

and planning and concluded without any hesitation

that bquantitative models outperform judgmental

forecastsQ (p. 126). Furthermore, judgement was

characterised as being associated with systematic

biases and large errors, the tendency to see patterns

where none exist, the illusion of control even when

the underlying process is purely random and excessive

and unfounded confidence in its correctness.

However, almost none of the cited studies involved

judgement applied to time series forecasting where the

cues are serially correlated. Most were psychological

laboratory experiments using general knowledge

questions (e.g. which is longer, the Suez Canal or

the Panama Canal and how confident are you in this

judgement), serially uncorrelated cues or simple

gambles based on given probabilities. Hammond’s

Social Judgement Theory (Hammond, Stewart,

Brehmer, & Steinmann, 1975) stressed the role of

the task in influencing the effectiveness of judgement.

The properties of the task can either help or hinder the

application of judgement and can influence the

judge’s ability to acquire skill. Stewart, Roebber and

Bosart (1999) and Lawrence and O’Connor (1996)

have further demonstrated the importance of the task

in studies of human judgement. In addition, the

ecological validity of the task is an important
2 That is, only the set of time series data is available.

1 That is, where the forecast is the single most likely value.
dimension influencing human expertise (Bolger &

Wright, 1994). Thus, the conclusions of studies based

on non-time series data may not apply to time series

forecasting (Fischhoff, 1988).

In this section, we review the studies done in this

area over the last 25years. We first look at some

forecasting competition comparisons of judgement

and forecasting methods which have demonstrated the

skill of non-experts to judgmentally extrapolate a time

series, before examining research aimed at exploring

why people are good at this task. We then proceed to

investigate the influence of various data and task

characteristics on the accuracy of the judgmental

forecaster, including the organisation of the forecast-

ing effort as a group activity.

2.1. How accurate is judgmental point forecasting?

Early comparisons of judgmental forecasting with

statistical methods mostly used artificial data and

reached varying conclusions about the relative accu-

racy of the two methods (Adam & Ebert, 1976;

Eggleton, 1982; Lawrence, 1983). The first large-scale

comparison of the accuracy of judgmental forecasting

and quantitative model forecasting using real life data

was performed by Lawrence, Edmundson and O’Con-

nor (1985, 1986). Their study followed what has now

been called the M1 forecasting competition (Makrida-

kis et al., 1982), which compared the accuracy of most

of the widely available forecasting models on a set of

1001 real-life time series comprising annual, quarterly

and monthly series (some seasonal and some non-

seasonal) drawn from a variety of domains including

stock market, sales, demographic and financial. The

competition concluded that simple methods outper-

formed more complex methods, with deseasonalised

single exponential smoothing coming out in front.

Lawrence et al. (1985) forecasted a subsample of 111

of the 1001 series using two alternative methods, a

graphical method and a table method, with each

method being applied by two sets of forecasters

comprising the researchers themselves and around

200 undergraduate business students who each fore-

casted one series. The study concluded that it had

bdemonstrated judgmental forecasting to be at least as

accurate as statistical techniques, while in a number of

subgroupings of the time series a judgmental technique

was the most accurateQ. In addition, the standard
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deviation of the judgmental forecast errors was

uniformly less than for the statistical methods suggest-

ing a greater consistency in their accuracy; specifically,

the standard deviation of the table forecast errors

averaged over all series was half that of the deseason-

alised single exponential smoothing forecasts. The

judgmental forecasts were less correlated with the

model forecasts than the model forecasts were with

each other, resulting in greater gains by combining a

judgmental with a statistical forecast than two statis-

tical forecasts (Lawrence et al., 1986). This appeared to

suggest the value of an approach which combined the

judgmental and statistical approaches.

A later forecasting competition (Makridakis et al.,

1993) added further support to these conclusions. On

the other hand, using a subsample of 10 series from the

M1 competition, Carbone and Gorr (1985) concluded

that judgement was less accurate than the statistical

forecast. Clearly, the particular nature of the time series

task is very important. This was further illustrated by

Sanders (1992), who constructed 10 time series to

simulate monthly data, each series of 60 periods. She

found judgement to produce forecasts that were biased

and less accurate than statistical methods. With

artificial series it is to be expected that a statistical

method, based on an assumption of a stable generating

function, should perform better in a comparison with

judgement. This is especially true as human judges

anticipate change and instability, even when the

underlying generating function is stable (Lawrence &

Makridakis, 1989). Sometimes the judgmental fore-

casters’ biases have been shown to be rational (e.g. De

Bondt, 1993), while in other studies they have been

shown to be irrational and resulting in suboptimal

performance (e.g. Anderson & Goldsmith, 1994;

Moore, Kutzberg, Fox, & Bazerman, 1999).

We opened this subsection with the question bhow
accurate is judgmental forecastingQ, and summarise

the evidence as suggesting that they can be as good as

the best statistical techniques and may have greater

consistency in their accuracy, but this is not assured.

2.2. Why are people good at forecasting?

We have already alluded to a number of factors that

distinguish time series forecasting from the laboratory

tasks that have mostly been used in establishing the

rich literature on human judgement. Two factors are
particularly important in influencing accuracy. Firstly,

the task has high ecological validity.3 Bolger and

Wright (1994) demonstrated that judgmental perfor-

mance is ba function of the interaction between the

dimensions of ecological validity and learnabilityQ.
Secondly, the autocorrelated cues can be simply

presented in a graph allowing beye-ballQ processing at

which humans are relatively skilled (Lawrence and

Makridakis, 1989; Mosteller, Siegel, Trapido and

Youtz, 1981). Using policy capturing methods to

uncover the methods and techniques used by the

judgmental forecaster, Andreassen and Kraus (1990)

and Lawrence and O’Connor (1992, 1995) demon-

strated that judgmental forecasting can be modelled as

single exponential smoothing, or alternatively as

anchor and adjustment, where the anchor point is the

average of recent time series values and the adjustment

is the proportion of deviation of the most recent value

from this average. When modelled as exponential

smoothing, the judgmental forecaster appears to use a

value of the smoothing constant dependent on the

characteristics of the series. As the forecast horizon

increases, less emphasis is placed on the last observa-

tion. Each of these characteristics is appropriate for

achieving accuracy. Thus one can conclude that

judgmental forecasting accuracy is the product of a

good subjective model being applied. However, these

results again depend on the characteristics of the series

and the presentation of the task. But as Goodwin and

Wright (1993) pointed out, although a good fit was

obtained, a wide range of alternative models was not

investigated. Highlighting the contingent nature of the

time series and the task presentation, Harvey, Bolger

and McClelland (1991), using a strongly cyclical series

with low levels of noise and a tabular presentation of

information (rather than graphical), did not observe

behaviour matching exponential smoothing.

2.3. The influence of data characteristics

To understand the ability of the judgmental

forecaster to respond to various time series character-

istics including trend, seasonality, randomness and

discontinuities, researchers have conducted laboratory
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studies using, in general, artificial series so as to wash

out all but the intended manipulation. While some

practical principles can be drawn from the wealth of

research done on this topic, the conclusion of Good-

win and Wright (1993) is still valid, that much of the

evidence is contradictory due to the difficulty of

characterising a time series and the influence of

apparently quite minor changes in the series and in

the presentation of the task.

One of the consistent findings, however, is that

subjects damp both up and down trends, with down-

trends damped more than up-trends (Eggleton, 1982;

Lawrence & Makridakis, 1989; O’Connor, Remus, &

Griggs, 1997). Lawrence and Makridakis (1989)

presented subjects with a plot of data bevenlyQ
distributed around a trended line and observed that

subjects damped both the up and down trends, and

suggested this indicated a commonsense view about

the behaviour of economic time series. They also

observed that subjects seemed less sure of down trends

as they both widened their confidence bounds for these

series and damped their most likely estimates more

than for up trends. O’Connor et al. (1997) confirmed

the difficulty presented by down trends and that the

forecaster’s behaviour suggests an anticipation of a

reversal in slope. Bolger and Harvey (1993) found that

people employed different heuristics for trended and

untrended series and their approach to trended series

depended on the extent of serial correlation.

However when trend is confounded with random-

ness, Lawrence and Makridakis (1989) and Mosteller

et al. (1981) found no impact of randomness, while

Andreassen and Kraus (1990) found that noise did

impact the subject’s ability to detect the trend. These

different conclusions probably relate to the fact that

Lawrence and Makridakis and Mosteller et al. both

used a graphical display while Andreassen and Kraus

provided only a tabular display. When the trend is not

linear, judgmental extrapolations become significantly

biased (Timmers and Wagenaar, 1977; Wagenaar and

Sagaria, 1975), but these biases could be due to

different beliefs about the nature of the series being

forecasted. Hence, we may expect that a judgmental

forecaster may encounter difficulty in forecasting

more complex trends such as new product sales or

other growth processes.

Goodwin and Wright (1993) argue that the

complexity of a series includes three components:
(1) the underlying signal, comprising its seasonality,

cycles and trends and response to shocks; (2) the level

of noise around the signal; and (3) the stability of the

underlying signal. O’Connor, Remus, and Griggs

(1993) investigated the impact of series instability

by presenting subjects with a simple series exhibiting

a major discontinuity at a certain point. The subjects

estimated the next period forecast on a rolling basis

after each new actual was given. The researchers

expected that the human judge would be able to

detect the occurrence of a discontinuity earlier than a

statistical method, but found the opposite to be true.

Although in many studies of judgement people have

tended to respond to randomness as if it was signal

(Andreassen, 1988; Harvey, 1995; Lopes & Oden,

1987), O’Connor et al. (1993) found that their

subjects ignored the discontinuity signal for far too

long. That is, they mistook the signal for randomness.

On the other hand, Lawrence (1983), Edmundson,

Lawrence and O’Connor (1988), Sanders (1992) and

Sanders and Ritzman (1992), using less artificial

series, all found that judgmental extrapolation out-

performed or equalled statistical projection for more

unstable or more volatile series. The time series

forming the basis of the forecasting tasks in these

papers are all quite different, again suggesting that

judgements are sensitive to small differences. The

presence of high and complex seasonality or a

strongly cyclical component confuses judgement

(Harvey et al., 1991; Lawrence & O’Connor, 1993).

In a series of two studies investigating how well

the judgmental forecaster responds to information

reliability, Remus, O’Connor, and Griggs (1995,

1998) showed that correct information leads to

forecast accuracy while incorrect or unreliable

information did not seem to have a big effect except

at a turning point. However, people were not able to

make good use of the information provided and

estimated forecasts of lower accuracy than statistical

methods.

2.3.1. Mode of task presentation

Although most of the laboratory studies on

judgmental forecasting have used a graphical mode

of presentation,4 there is no clear evidence that
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uniformly supports its superiority over a table format

(Desanctis & Jarvenpaa, 1989; Harvey & Bolger,

1996). Trends are better estimated from a graphical

presentation but these seem to encourage inconsisten-

cy and overforecasting when compared to tabular

format. In addition, Desanctis and Jarvenpaa (1989)

only achieved incremental performance with subjects

using graphs when they provided training.

2.4. Expertise

There has been much conflicting evidence on the

existence of an binverse expertise effectQ such that

novices perform equal to or better than experts (Önkal

& Muradoglu, 1994; Thomson, Pollock, Henriksen, &

Macaulay, 2004; Wilkie-Thomson, Önkal-Atay, &

Pollock, 1997). It would appear that subtle changes

in the presentation of the task can act as a mask

preventing the expert exercising expertise. As most

experts rely on domain knowledge this issue will be

explored further in the later sections.

2.5. Impact of loss function shape

While the majority of studies examining judg-

mental forecasting have either explicitly or implic-

itly used a symmetric loss function for forecast

errors, many forecasters operating in the sales and

marketing field have expressed the view that their

loss function is asymmetric, and demonstrate biases

in their forecasts consistent with the reported

asymmetry (Lawrence et al., 2000). Lawrence and

O’Connor (2005) examined, in a laboratory exper-

iment, the response of subjects to two alternative

shapes of loss functions with each shape presented

at three different symmetry/asymmetry settings.

They found that their research subjects (business

students at a large university) were able to respond

appropriately to the different directions of the

asymmetry and to the different kinds of shapes of

the loss functions. However, Goodwin (2005), in an

experiment for examining the value of providing

support to the judgmental forecaster operating under

conditions of asymmetric loss observed poor per-

formance for the unaided judgmental forecaster.

Once again, minor differences in the task may be

responsible for the observed differences. Goodwin’s

experimental task used artificial time series and
differed in a number of other ways from Lawrence

and O’Connor (2005).

2.6. Forecasting as a group activity

Almost all the research has examined individuals

making forecasts, while most forecasting activity is

undertaken by a group (Lawrence et al., 2000). A

few studies have examined the influence of the

group dimension by comparing techniques of group

interaction. Ang and O’Connor (1991) and Sniezek

(1989, 1990) concluded that the group does produce

more accurate forecasts than simply averaging the

individual pre-group judgements; there are some

differences as to which structuring approach worked

best, perhaps reflecting differences in the task.

When all group members had access to the same

information, Sniezek (1990) suggested the choice of

group technique was less important. Possible light

is shed on the optimism of many operational

forecasts by Brenner, Griffin, and Koehler (2005).

In a time prediction task, they found that predic-

tions generated through group discussion were more

optimistic than those generated individually. Group

discussion acted to focus subjects’ attention on

those factors promoting bsuccessQ, thus encouraging

their optimism.
3. The influence of domain knowledge on

judgmental forecasting

The previous section focused on the ability of

people to engage in the task of time series extrapo-

lation. In general, people do reasonably well,

although they suffer from a number of cognitive

traps and illusions. Nevertheless, it must be said that

it is quite uncommon in practice for people to be

faced with a time series they know nothing about.

Typically, people will be aware of both the nature of

the time series and its associated context. They might

also be aware of information that is associated with

the time series—e.g. some dspecialT information that

may help to explain the past behaviour of the time

series or is likely to have some major impact in the

future. This section addresses our understanding of

the ways in which people utilise such non-time series

information.
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3.1. Towards an understanding of domain knowledge

We define domain knowledge as any information

relevant to the forecasting task other than the time

series—i.e., non-time series information. In its very

simplest case, this could be an awareness of the nature

of the time series. For example, knowledge that a

downward trending time series is related to daily

interest rates rather than sales of a product may

(arguably) contain valuable information that may

change the way in which a person forecasts the

variable. Armstrong (1985) demonstrated this princi-

ple in a time series context, confirming the finding

from studies using other tasks, that the context of a

judgement is highly salient to performance (Adelman,

1981; Sniezek, 1986). At another level, domain

knowledge could also involve the provision of causal

information that is associated with the time series. For

example, since new housing loan approvals may relate

to new housing construction, knowledge of the former

may assist with the latter. Lim and O’Connor (1996),

in a laboratory study, examined the ability of people to

use this causal information that is associated with a

time series and compared it with their use of statistical

forecasts (which were only time series based). They

found that knowledge and use of this causal informa-

tion contributed significantly to final forecast accura-

cy—even though it may have been far from optimal.

Other studies (Andreassen, 1991; Harvey, Bolger, &

McClelland, 1994) reported that people may not be as

good as Lim and O’Connor (1996) suggest. Never-

theless, this situation probably does not describe a

typical judgmental forecaster in a typical business

related forecasting environment.

The most common situation in which a judgmental

forecaster finds himself/herself is one where there is

both contextual knowledge (knowledge of the nature of

the time series) and some additional irregular knowl-

edge that can be useful in either explaining the past

behaviour of the series or in predicting the future (or

both). Sometimes the impact of this information can be

quite minor, but sometimes it can be quite important

and can have a major influence on the behaviour of the

variable. In any event, the distinguishing characteristic

of such ddomain knowledgeT is that it represents an dun-
modelledT component of the time series. This dun-
modelledT component is a necessary characteristic—if

it is capable of beingmodelled by a statistical method, it
can be incorporated into the statistical forecast. For

example, knowledge that a fixed and known marketing

promotion will occur regularly in a particular month

would not represent domain knowledge, since such

regularity could be modelled as a seasonal component

by a statistical method.

In the sections that follow, we review two contexts

(earnings per share forecasting and sales forecasting)

in which there has been substantial research into the

impact of domain knowledge. These two fields

provide some guidance on how we should effectively

deal with such knowledge.

3.2. Earnings or earnings per share forecasting

A comparative analysis of various approaches to

forecasting earnings per share (EPS) has a long history.

In summarising this literature in 1983, Armstrong

concluded that management forecasts of EPS (judg-

ment) were more accurate than analysts’ forecasts

(judgement), which were more accurate than those of

statistical models. The substantial domain (inside)

knowledge that management possessed enabled their

accuracy. Much of this research into EPS was

undertaken by Brown. In commenting on it, Brown

(1996) concluded that EPS forecasts produced by

analysts and management achieved very high accuracy

(within 3% of actual). Furthermore, this was almost

always of substantially higher accuracy than the best

available statistical models—in fact it did not matter

whether simple or complex statistical models were

used. He concluded that people should place far greater

emphasis on these analysts’ judgmental forecasts than

they seem to—a conclusion that was also reached by

Chatfield, Hein, and Moyer (1990).

There seem to be two sources/reasons for the

analysts’ superior forecasting accuracy. First, they

possess better information and this may explain a

considerable portion of the non-modelled component

of the variance. This is the common interpretation of

domain knowledge. But they also possess more timely

information—information that has come to light after

the last history point in the time series has been

recorded and made available. Thus, their forecasts are

based on more up-to-date data. At the time of release

of the latest data, statistical forecasts do well: but they

become progressively less accurate as time passes.

Alexander (1995) showed that the superiority of the
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analysts’ forecasts came from both better sources of

information and more up-to-date information. The

value of the domain knowledge encapsulated in the

analysts’ and management forecasts is reflected in the

impact that such forecasts have on the market prices.

As Asquith, Mikhail, and Au (2005) showed, there is

substantial information content in the management

and analysts’ forecasts when they are released.

Furthermore, Clement and Tse (2005) have shown

that the market reacts mostly to dboldT forecasts and

that these bold forecasts tend to be the most accurate.

Ivkovic and Jegadeesh (2005) also found that the

revisions that analysts’ make to their previous fore-

casts have a positive effect on the market. The point

here is that there seems to be a strong component of

domain knowledge in analysts’ forecasts and that this

is considered useful by the market. However, in some

situations domain knowledge may not be the prime

cause of this superior forecast accuracy—managers

may be able to exert control over the earnings they are

forecasting and hence produce highly accurate EPS

forecasts (Beneish, 2001; Brown, 1996; Holthausen &

Leftwich, 1983; Watts & Zimmerman, 1990).

3.3. Sales forecasting

There are two main groups of studies that have

examined the role of domain knowledge in sales/

product forecasting. In the first group are those

forecasts that have been produced without any major

input from a statistical forecast model, where the

forecast has simply been the product of an individual

or consensus judgement. One of the first studies to

examine this was Edmundson, Lawrence, and O’Con-

nor (1988). They examined the judgmental forecast-

ing process at a large consumer products corporation.

The unique aspect of this study was that they were

able to assess the relative contribution of two levels of

domain knowledge. The product forecasts were made

by a consensus of people including the product

manager, the marketing manager, and a finance

representative; but they were mainly ddrivenT by the

product manager. In this study, these ddomain knowl-

edgeT laden forecasts were compared with two

benchmarks—the first was the judgmental forecasts

produced by other product managers in the same

organisation where the time series details (including

scale values) were hidden from them, and the second
benchmark was a statistical forecast. Analysis was

also made in terms of the dkeyT and dnon-keyT
products. Surprisingly, the product managers forecast-

ing the current company products (but not their own

products) were only as accurate as the statistical

forecast. So, industry domain knowledge had no

influence on accuracy. But for the key products, the

consensus meeting forecasts were substantially and

significantly more accurate than all the benchmarks.

However, this did not occur for the non-key products.

This suggests that intimate product knowledge was a

major contributor to accuracy. The content of that

dintimate’ product knowledge was typically about

individual promotions, distribution outlets, competitor

actions, sourcing or raw materials, etc.

A broader, though not as intensive, study of the

contribution of domain knowledge in product fore-

casting was reported by Lawrence et al. (2000). The

forecast accuracies of thirteen organisations were

studied and compared with simple benchmarks (e.g.

the naı̈ve forecast). On first analysis, the accuracy of

the domain knowledge laden company forecasts was

mixed: some organisations were clearly better and

some worse than the naı̈ve forecasts. However, they

observed that these forecasts were the outcome of

organisational budgeting and incentive issues, which

tended to bias the forecasts; e.g. if the forecast was

used as a target to be achieved, the forecasts tended to

be below the actual. When this organisational bias

was (statistically) removed from the forecast, they

tended to be significantly and substantially more

accurate than the naı̈ve benchmark—thus confirming

the results from Edmundson et al. (1988) that domain

knowledge was a major contributor to forecast

accuracy.

The second main group of studies in sales

forecasting are those where the domain knowledge

is incorporated in conjunction with a statistical

forecast, the so-called judgmental adjustment studies.

While it is true that some work on judgmental

adjustment to statistical forecasts has been done in

fields other than sales forecasting (McNees, 1975,

1990), the majority of the studies have been in the

context of sales forecasting. As Mathews and Dia-

mantopolous (1986, 1989, 1990) demonstrated, the

revisions of statistically generated forecasts using

relevant domain knowledge enabled greater final

forecast accuracy. These revisions are particularly
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important given the tendency for judgmental adjust-

ments without domain knowledge to impair final

accuracy (Willemain, 1991). Sanders and Ritzman

(1992, 1995) reinforced these conclusions and also

showed that the greatest advantage of such adjust-

ments to statistical forecasts were in conditions of

high variability—where the un-modelled component

was relatively large. A comprehensive study of

product forecasting in a UK-based household con-

sumer products company was recently undertaken and

reported by Nikolopolous, Fildes, Goodwin, and

Lawrence (2005). Statistical forecasts were produced

for all products and these were adjusted in about half

of the cases. The adjustments for domain knowledge

were overall beneficial, but were most advantageous

when large adjustments were made. When small

adjustments were made, they seemed to be less than

useful—perhaps reflecting the tendency to dtinker at
the edgesT.

What is the main benefit of domain knowledge in

aiding forecast accuracy? Like the EPS forecast

accuracy, there appear to be three reasons for it. First,

there may be a dtimingT advantage—the domain-rich

forecasts are normally produced with very up-to-date

knowledge, while the statistical methods may lag in

data availability. While this may appear to be an

important issue for EPS forecasts, we are unsure as to

its influence in sales/product forecasts. Second, there

is clearly an advantage that can be attributed to the

domain knowledge which represents the un-modelled

component. Intimate knowledge of marketing cam-

paigns, competitor actions, raw material sourcing, etc.

may be quite important. Certainly, if the nature of the

discussion at the consensus meetings is any guide to

importance (and that may be debatable), this may be a

powerful reason for its greater accuracy. Finally, in a

similar way to the EPS forecasting situation reviewed

earlier, there is an element of self-serving bias in the

domain forecasts. But in the case of sales forecasting,

it may be an even more powerful determinant of

comparative forecast accuracy advantage. In the

course of one such meeting reported in Lawrence et

al. (2000), substantial marketing expenses were

committed to arrest declining sales with the comment

that sales needed to reach a certain level. In another

case, sales levels were manipulated by promotional

spending to ensure that sales targets were met. One

major multi-national commented that they always
ensure that sales are within 0.5% of the forecast—they

made sure it happened that way! Thus, in some

situations management can influence the accuracy of

the forecasting process by the manipulation of the

ddriversT of the forecast variable. To our knowledge,

this aspect of the sales forecasting process has been

largely ignored by researchers.
4. Judgmental probability forecasts and prediction

intervals

Point forecasting is not the only format for

providing judgmental forecasts. Especially in domains

like economics and finance, users of forecasts may

specifically demand information about providers’

uncertainties surrounding the given predictions (Tay

& Wallis, 2002). Probability forecasts and prediction

intervals offer two effective formats for explicating

such uncertainties, thus prohibiting false assumptions

of precision.

4.1. Probability forecasts

Probability forecasts provide an elicitation format

whereby subjective probabilities supply the commu-

nicative means for facilitating the users’ understand-

ing of the dvaguenessT surrounding the presented

forecasts, by enabling the forecast provider to give a

more complete judgmental portrayal. Probability

forecasting is used in various domains like weather

forecasting, portfolio analysis, risk analysis, economic

forecasting, pharmaceutical forecasting, and techno-

logical forecasting (Martino, 2003; Murphy & Win-

kler, 1984, 1992; Poland & Wada, 2001), with the

International Journal of Forecasting dedicating spe-

cial issues to Probability Forecasting (1995, Vol. 11,

No. 1), and to Probability Judgmental Forecasting

(1996, Vol. 12, No. 1).

Research in the use of judgmental probabilistic

forecasts started in the 1980s with studies showing

that the results from probability judgment research

using almanac questions have limited applicability to

forecasting tasks (Carlson, 1993; Wagenaar & Keren,

1985; Wright, 1982; Wright & Wisudha, 1982).

Accordingly, the last 25years have witnessed a surge

of research into evaluating probability forecasts and

expert performance, with fewer studies on construct-
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ing probability forecasts and understanding user-

provider perspectives.

4.2. Evaluating probability forecasts

Various measures addressing distinct aspects of

probabilistic forecasting performance were proposed

prior to 1980 (Murphy, 1972a, 1972b, 1973; Sanders,

1963). Further research on evaluating probability

forecasts exploded during the 1980–2005 period with

the development of additional performance measures

(Björkman, 1994; Murphy, 1988; Pollock, Macaulay,

Thomson, & Önkal, 2005; Wilkie & Pollock, 1996;

Yates, 1982, 1988), portrayed via graphical tools

(Blattenberger & Lad, 1985; Hsu & Murphy, 1986;

Yates & Curley, 1985) and extensively used in

assessing predictive performance for stock prices

(Muradoglu & Önkal, 1994; Önkal & Muradoglu,

1994, 1995, 1996; Yates, McDaniel, & Brown, 1991),

earnings (Whitecotton, 1996; Yates et al., 1991), and

exchange rates (Önkal, Yates, Simga-Mugan, & Oztin,

2003; Pollock & Wilkie, 1992, 1993; Wilkie &

Pollock, 1994; Wilkie-Thomson, Önkal-Atay, &

Pollock, 1997).

In evaluating predictive performance, a signifi-

cant emphasis has been on to calibration (a measure

of the correspondence of forecast probabilities with

the realized proportion of correct predictions or with

the relative frequencies of occurrence of the

predicted event, depending on the task structure

used) and over/underconfidence (an index of the

provider’s probability assessments exceeding or

falling short of the attained proportion correct for

the corresponding events). While the focus on these

performance aspects may be attributed to the

appealing comparisons they provide of the forecast-

er’s probabilities with the empirical reality (Lichten-

stein, Fischhoff, & Phillips, 1982), their limitations

in addressing user needs have also been noted, as

discussed below.

Limitations notwithstanding, calibration has been

extensively studied using mainly general knowledge

questions (see Lichtenstein et al., 1982 and McClel-

land & Bolger, 1994 for detailed reviews), with the

ddemonstratedT overconfidence debated via explana-

tions on misleading item selection (Juslin, 1994), as

well as via probabilistic mental models emphasizing

ecological validities of predictive cues and the
frequentistic assessor (Gigerenzer, Hoffrage, & Klein-

bölting, 1991). Acknowledging the limited applica-

bility of these results to forecasting situations, some

studies used real prediction tasks to reveal good

calibration for weather forecasters’ probability of

precipitation forecasts (Murphy & Winkler, 1984;

Stewart, Roebber, & Bosart, 1999), hockey players’

forecasts of future game results (Vertinsky, Kanetkar,

Vertinsky, & Wilson, 1986), and experienced bridge

players’ probability forecasts of making the contracts

that they had bid (Keren, 1987). On the other hand,

overconfidence and poor calibration are reported for

predictions of weather forecasters not trained in

probability forecasting (Daan & Murphy, 1982),

professional economic forecasters’ future recession

predictions (Braun & Yaniv, 1992), sports experts’

forecasts for the World Cup soccer games (Ander-

sson, Edman, & Ekman, 2005), and the Russian

managers’ economic forecasts (Aukutsionek & Belia-

nin, 2001). Forecasts of earnings (Davis, Lohse, &

Kottemann, 1994), election results (Babad, Hills, &

O’Driscoll, 1992), starting salaries and job offers

(Hoch, 1985), sports events (Ayton & Önkal, 1996;

Carlson, 1993; Peterson & Pitz, 1988), and general

events that could happen within a month (Fischhoff

& MacGregor, 1982) all demonstrated overconfi-

dence. Signalling the influential role of task charac-

teristics, currency forecasts given by finance

professionals showed underconfidence for exchange

rate series with strong trends, while displaying

overconfidence for series with weak trends (Thom-

son, Önkal-Atay, Pollock, & Macaulay, 2003). Task

format is viewed as a significant factor overall, with a

higher overconfidence shown in tasks where the

forecaster assigns a probability to a pre-selected

outcome, in comparison to tasks where the forecaster

first selects one of two possible outcomes and then

assigns a probability to his selected outcome (Ronis

& Yates, 1987).

Individuals tend to give higher probabilities

(expressing more certainty) for forecasts of personal

events as compared to impersonal events (Wright &

Ayton, 1989). Furthermore, for non-personal events,

predictions for desirable events are better calibrated

and less overconfident in the immediate time period

than the subsequent time periods (Wright & Ayton,

1992). Desirable events are also judged as being more

likely to happen to one while the undesirable events
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are judged to be more likely to happen to others

(Zakay, 1983).

In addition to the anticipated effects of desirability,

imminence, and time period (Wright & Ayton, 1986),

it is proposed that the perceived controllability of

events may affect probability assessments (Langer,

1982; Weinstein, 1980) and their calibration (Wright

& Ayton, 1989). Overconfidence may in fact be

related to a need to feel in control, failure of

imagination, information distortions, and problems

in assessing or weighing probabilities (Schoemaker,

2004). Furthermore, perceived controllability of

events may be positively correlated with the amount

of optimistic bias (Weinstein, 1980). Within areas like

financial and economic forecasting, bthe combination

of overconfidence and optimism is a potent brew,

which causes people to overestimate their knowledge,

underestimate risks, and exaggerate their ability to

control eventsQ (Kahneman & Riepe, 1998, p. 54).

Overall, decision makers appear to take an inside

view, resulting in overly optimistic (and bboldQ)
forecasts; rather than taking an outside view that

involves a broader and more comparative framing

(Kahneman & Lovallo, 1993).

Klayman, Soll, Conzález-Vallejo, and Barlas

(1999) propose that variations in findings of over-

confidence (between individuals in a given domain as

well as differences among domains) call attention to

the interaction effects of information processing and

information content. Interestingly, confidence is

found to increase regardless of the relevance of

information for the forecasting task (Davis et al.,

1994). Along similar lines, Wright and Ayton (1988)

report evidence for personologism (where traits or

cognitive styles are argued to be the main determi-

nants of performance, as opposed to situationism,

where environmental factors act as the primary

source) in probabilistic forecasting performance,

suggesting dacuityT (number of different probability

categories that can be differentiated) as an important

performance dimension (Wright & Ayton, 1987). In

relation to this, forecast providers’ overconfidence

can be thought of as expressing doverpredictionT
(consistent preference to assign probabilities that are

too high), or doverextremityT (tendency to assess

probabilities that are consistently very close to 0 or

1.0), with different implications (Griffin & Brenner,

2004).
Aside from the work on overconfidence, there

appear to be almost no studies investigating heuristics

and biases in judgmental probabilistic forecasting

contexts. Among several notable exceptions are the

findings on (i) insensitivity to base rates in probabi-

listic bankruptcy predictions (Johnson, 1983), and (ii)

higher probabilities for forecasts of Apple’s earnings

given by investors generating supporting reasons

(Moser, 1989). There are clearly gaps in research on

how the various probability judgment biases apply to

forecasting contexts, as well as on the implications of

specific biases like the drecency biasT (forecast

influenced by recent events; Hogarth & Makridakis,

1981) and the dadvocacy biasT (overpromising on

forecasts) (Tyebjee, 1987) for probabilistic forecasting

performance.

Another research issue concerning probability

forecasting performance is consistency, i.e., the extent

of agreement between a forecaster’s probabilities

assessed at different times but under identical infor-

mation conditions. Given the infeasibility of restrict-

ing the information flow in real forecasting settings,

consistency presents an exigent question addressed to

date via decomposition techniques (Salo & Bunn,

1995) and integrative frameworks (Pollock, Macau-

lay, Önkal-Atay, & Thomson, 2002).

4.3. Experts’ probability forecasting performance

Investigating the experts’ probabilistic predictions

has constituted an attractive research stream in the last

25years, even with the barriers to working in

ecologically valid settings. Experts gave better prob-

ability forecasts than non-experts in predicting earn-

ings (Whitecotton, 1996), exchange rates (Önkal et

al., 2003; Wilkie-Thomson et al., 1997), sports game

outcomes (Andersson et al., 2005), and stock prices,

with the moderating effects of task format and

forecasting horizon (Muradoglu & Önkal, 1994;

Önkal & Muradoglu, 1996). Also, the probability

forecasts inferred from bookmakers’ odds outper-

formed statistical model predictions in a high-stakes

environment (Forrest, Goddard, & Simmons, 2005).

On the other hand, studies employing only graduate

and undergraduate students revealed that the relative

novices (i.e., undergraduate students) performed

better in stock price forecasting (Önkal & Muradoglu,

1994; Yates et al., 1991), although the non-expert



M. Lawrence et al. / International Journal of Forecasting 22 (2006) 493–518504
participant groups and the task structures (multiple-

interval format) used hinder any direct comparisons.

Interestingly, even self-rated expertise appears to be a

good predictor of probabilistic forecasting perfor-

mance, with individuals rating themselves as more

expert attaining higher proportions of correct predic-

tions, better calibration and less overconfidence

(Wright, Rowe, Bolger, & Gammack, 1994).

Information effects remain an ongoing concern for

studies with experts. For instance, in predicting

soccer-game outcomes, giving additional information

to non-experts is found to increase their confidence,

while not improving their predictive performance

(Andersson et al., 2005; Ayton & Önkal, 1996).

Whether incomplete representations of the forecasting

problem (Wright & Ayton, 1987) and/or information

access affects confidence, presents a challenging

research question.

4.4. Constructing probability forecasts

How probability forecasts are constructed is another

research issue with direct repercussions for expert

performance. It is suggested that a mismatch between

the problem structure and the forecaster’s internal

model may lead to poor probabilities and that

restructuring to access the assessor’s experience is

imperative (Phillips, 1987). Along similar lines,

probability forecast construction is viewed as consist-

ing of an initial belief assessment phase followed by a

second phase entailing an assessment of a probability

qualifying the belief (Benson, Curley, & Smith, 1995;

Curley & Benson, 1994; Curley, Brown, Smith, &

Benson, 1995; Ferrell & McGoey, 1980; Smith,

Benson, & Curley, 1991). Accordingly, belief assess-

ment (dominated by reasoning) and response assess-

ment (dominated by judgment) are thought to

represent two distinct phases directly affecting the

dgoodnessT of probability forecasts; with the former

stage (starting with data screening and construction of

arguments, and ending with combining the formed

arguments) remaining a neglected area carrying signi-

ficant implications for forecasting. As Evans (1987)

points out, economic forecasting is a good example of

a field vulnerable to personal and political factors

which lead to belief maintenance where bforecasts are
frequently wrong . . . (and) rival theories are persis-

tently maintained in the face of all evidenceQ (p. 43).
4.5. User-provider perspectives

Given the users’ preference for forecasts with

reliable depictions of predictive uncertainties (Mur-

phy, 1998), and the providers’ desire to produce

dgoodT forecasts, provider-to-user communication of

judgmental probability forecasts presents a challeng-

ing and under-researched topic (Abramson & Clemen,

1995; Önkal-Atay, Thomson, & Pollock, 2002).

Studies on the user perspective indicate that the users

seem to emphasize performance dimensions other

than the typical calibration-overconfidence focus that

dominates most of the work in this field. In an

interesting experiment, Yates, Price, Lee, and Ramirez

(1996) reported that the consumers of forecasts focus

particularly on extreme probability (close to 0% and/

or 100%) usage. That is, users either inferred the

forecaster’s competence via the extremity of the

assessed probabilities (thinking such high probabili-

ties would not be assigned if the implied certainty was

not justified), or concluded that these forecasters knew

little about the uncertainties to the extent of not

recognizing their recklessness in assigning the high

probabilities. Along similar lines, Keren (1997) found

that the participants preferred a forecaster who only

used 90% probabilities in all cases to a forecaster who

exclusively used 75% probabilities, stating that the

former forecaster made clear and conclusive predic-

tions whereas the latter forecaster’s predictions were

not sufficiently decisive. Finding complementary

results, Price and Stone (2004) argued that the users

of probability forecasts employed a dconfidence
heuristicT, i.e., they used confidence as a cue to the

forecaster’s knowledge and competence in making

more categorically correct forecasts. Given the users’

clear preference for forecasters assigning extreme

probabilities, providers’ overconfidence could actual-

ly be a result of their efforts to impress the users and

to dprove their expertiseT. Although future research is

needed to improve our understanding of their con-

cerns, it may well be that from the providers’

perspective, b. . .we are encouraged to be confident

in what we do. We are constantly reminded that the

person with confidence is the person who succeeds.

Furthermore, an admission of a lack of confidence is

an admission of failureQ (O’Connor, 1989, p. 161).
In a different vein, it is suggested that a probability

forecast could be flexibly interpreted depending on
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the context information that may shape our intuitive

reactions (Flugstad & Windschitl, 2003; Teigen &

Brun, 1999, 2000; Windschitl, Martin, & Flugstad,

2002). That is, a probability forecast of 15% may be

interpreted as an alarm situation or as an infinitesimal

chance depending on contextual factors triggering

positive or negative reactions.

Irrespective of the contextual contingencies, it is

argued that the bprobabilistic forecasts mollify the

potential for misperception of responsibilities and

misattribution of decisionsQ (Krzysztofowicz, 2001, p.
5) by decoupling the forecasting and the decision-

making tasks. Since probability forecasts are found to

have greater decision-making value than deterministic

predictions for users of forecasts in certain domains

(Mlyne, 2002), the communication and interpretation

of such forecasts promises to be a potent agenda for

multi-disciplinary research.

4.6. Prediction intervals

Prediction intervals, also called dinterval forecastsT,
consist of prediction bounds that specify upper and

lower forecast limits within which the future value of

the predicted variable is expected to lie with a

specified probability. Although their importance is

repeatedly accentuated in domains like weather

forecasting (Hamill & Wilks, 1995), economic pre-

dictions (Corker, Holly, & Ellis, 1986; Christoffersen,

1998; Clements & Taylor, 2003) and financial

forecasting (Önkal-Atay, 1998), there exist fewer

studies on judgmental prediction intervals as com-

pared to probabilistic predictions. Evaluating predic-

tion intervals, expert performance, and user-provider

perspectives again constitute the core themes for

research.

4.6.1. Evaluating prediction intervals

The evaluation of prediction intervals is an

important concern given their frequent use with

financial time series (Taylor, 1999) as well as in sales

forecasting contexts (Dalrymple, 1987). Most of the

research on interval forecasts has focused on the

effects of time series characteristics and presentation

format. Studies show that the prediction intervals

appear to be influenced by the trend, seasonality, and

variability in the series in addition to the choice of the

presentation scale (Lawrence & Makridakis, 1989;
Lawrence & O’Connor, 1993; O’Connor & Lawrence,

1992). In particular, prediction intervals become wider

for trended time series (Eggleton, 1982; Lawrence &

Makridakis, 1989), with seasonality significantly

influencing the interval width (O’Connor & Law-

rence, 1992). Furthermore, choice of the presentation

scale alters the interval width (Lawrence & O’Connor,

1993), with randomness showing little effect (Law-

rence & Makridakis, 1989).

Overall, the predominant finding of the last

25years is that judgmental prediction intervals exhibit

overconfidence (i.e., for intervals given a confidence

coefficient of XX%, less than XX% of the intervals

actually include the true value) (Lawrence & Makri-

dakis, 1989; Lichtenstein et al., 1982; O’Connor &

Lawrence, 1989; Russo & Schoemaker, 1992). When

data series has high variability, more overconfidence

is observed and reflected via narrower intervals

(Lawrence & O’Connor, 1993); however, the interval

width does not appear to increase when more

skewness is perceived (De Bondt, 1993). Overconfi-

dence appears to be higher when participants have to

report a point forecast in addition to the prediction

interval (Russo & Schoemaker, 1992), and groups

also give interval forecasts that display overconfi-

dence (Ang & O’Connor, 1991). Choice of the

confidence percentage seems to matter: although

overconfidence is found with 95% prediction inter-

vals, it disappears when the same forecasters are asked

to give 50% prediction intervals for the same stock

price series (Önkal & Bolger, 2004). Interestingly,

when the question format does not entail direct

interval forecasting, but rather asks for the probability

that the actual outcome will fall within a specified

range, probabilities are underestimated and under-

confidence is revealed (Bolger & Harvey, 1995;

Harvey, 1988).

4.6.2. Experts’ interval forecasting performance

Experts’ prediction intervals are overconfident

according to studies with managers predicting indus-

try-related and firm-related outcomes ((Russo &

Schoemaker, 1992), and with finance professionals

making currency forecasts (Önkal et al., 2003).

Overconfidence is also reported with software pro-

fessionals’ effort prediction intervals (i.e., judgmental

prediction intervals that reveal the uncertainties in

software development effort) (Connolly & Dean,
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1997; Jørgensen, Teigen, & Moløkken, 2004). Jør-

gensen and Sjøberg (2003) propose the following

reasons for overly narrow effort prediction intervals:

(i) interpretation difficulties (what a given confidence

percentage actually means to a professional is

unclear), (ii) hidden agendas (narrow interval may

be perceived as a sign of software professionals’ skill),

(iii) narrow intervals facilitate project planning and

execution, (iv) point predictions serve as anchors

(cannot adjust sufficiently to attain a wider interval),

and (v) the lack of meaningful and immediate

feedback. While these reasons might be applicable

to many contexts, it may also be that, if more evidence

bolsters confidence and if experts have greater access

to evidence that they may perceive as supporting their

predictions, then experts may simply carry a greater

overconfidence risk (Arkes, 2001).

4.6.3. User-provider perspectives

Studies reveal a clear user preference for prediction

intervals over point forecasts (Baginski, Conrad, &

Hassell, 1993; Pownall, Wasley, & Waymire, 1993).

Prediction intervals are claimed to provide informa-

tion which enables the users to better assess future

uncertainties, to plan for alternative strategies address-

ing the range of possible future outcomes, and to

compare the predictions obtained from alternative

forecasting sources (Chatfield, 2001). Moreover,

giving intervals instead of single values is found to

enhance decision performance (Johnson, 1982).

How the users actually perceive and employ the

narrow prediction intervals assessed by the forecasters

remains to be studied in detail. However, a potential

explanation for the forecast providers’ apparent

insistence on giving narrow intervals is provided by

the so-called accuracy-informativeness trade-off

(Yaniv & Foster, 1995, 1997). This view suggests

that there exists a trade-off in setting interval bounds

since widening the prediction interval increases

accuracy (as indexed by high hit rates; i.e., high

proportion of intervals including the realized value),

but reduces informativeness (precision as indexed by

narrowness of the interval width). That is, a forecaster

insists on not widening the forecast limits to avoid

being non-informative while simultaneously appear-

ing more credible to the users. Also, the rewards for

being informative are immediately provided by users

(who seem to prefer narrow intervals), whereas
accuracy can only be assessed when the future

outcome transpires.

Another signal concerning the relative importance

of informativeness over accuracy is conveyed via the

asymmetric prediction intervals of forecasters

(O’Connor, Remus, & Griggs, 2001). The information

that the forecast providers are trying to communicate

via prediction intervals may not have anything to do

with accuracy concerns, but may rather be focused on

providing bounds that will be regarded as dusefulT or
dmeaningfulT by the forecast users (Bolger & Önkal-

Atay, 2004). Hence, the motivation for providing

interval forecasts and the motivation for giving point

forecasts may be totally different, even leading to

potential dhedgingT strategies (with forecasters placing

asymmetric bounds to convey the differential risks in

either direction of the point forecast) (O’Connor et al.,

2001). Overall, the intended use of prediction

intervals dictates the assessment concerns. For in-

stance, detailed assessments of the predictive distri-

bution or of the probabilities in certain tail areas gain

prominence depending on whether the users are

concerned with the probability of incurring a loss

(e.g. VAR analysis in finance) or whether they have

more asymmetric concerns about comparative losses.

Similar to the findings with judgmental probability

forecasts, the use of higher confidence percentages in

prediction intervals is regarded as a display of

expertise. When allowed to choose a confidence

percentage (as opposed to being forced to use an

imposed confidence percentage), providers seem to

prefer using higher percentages as demonstrations of

the extent of their knowledge (Bolger & Önkal-Atay,

2004). Similarly, in using provided sets of prediction

intervals, participants would use the 50% intervals

only when they are given performance-based incen-

tives (Foong, Lawrence, & O’Connor, 2003). Such

direct or implied preferences for higher percentages

by both the providers and the users again reinforce the

significant role of a confidence percentage as an

acknowledged pointer to the providers’ expertise.
5. Improving judgmental forecasts

The earlier sections of this paper have demonstrat-

ed that we have learned much over the last 25years

about the psychology of judgmental forecasting and
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its associated biases, together with its performance

relative to statistical methods under different con-

ditions. But what have we learned about how to

improve the accuracy of judgmental forecasting? This

section looks at the main improvement strategies that

researchers have investigated, including provision of

feedback, decomposition, combining and correction.

5.1. Feedback

One of the key findings in the last 25years is that

feedback can be valuable because it enables the

judgmental forecaster to learn. Feedback presented

to the judgmental forecaster can take a number of

forms. Outcome feedback is perhaps the most

common type encountered in practice and simply

involves informing the forecaster of the latest obser-

vation in a series. Performance feedback provides

information on the accuracy, calibration or bias

associated with the forecaster’s past forecasts, while

in cognitive process feedback the judgmental fore-

caster is provided with information about the strategy

that he or she is adopting to produce the forecasts. For

example, such feedback might involve a graphical

display of the weights that the forecaster appears to be

attaching to the different cues. Finally, task properties

feedback provides the forecaster with statistical

information about the task (e.g. correlations of

possible predictor variables with the forecast variable

or details of the underlying time series structure). Note

that Björkman, 1972, has argued that btask properties

feedbackQ should not be regarded as feedback.

Instead, it is feedforward since it is usually provided

before the initial judgment.

Feedback has been shown to improve the accuracy

of point forecasts (Goodwin & Fildes, 1999; Remus,

O’Connor, & Griggs, 1996; Sanders, 1997; Welch,

Bretschneider, & Rohrbaugh, 1998) and the calibra-

tion of both probability forecasts (Benson & Önkal,

1992; Murphy & Winkler, 1984; Önkal & Muradoglu,

1995) and judgmental prediction intervals (Bolger &

Önkal-Atay, 2004; Goodwin, Önkal-Atay, Thomson,

Pollock, & Macaulay, 2004; O’Connor & Lawrence,

1989). However, these studies have tended to show

that outcome feedback is the least effective form. This

is probably because the most recent outcome contains

noise and hence it is difficult for the forecaster to

distinguish the error arising from a systematic
deficiency in their judgement from the error caused

by random factors (Klayman, 1988). Task properties

feedback has generally been found to be the most

effective (Balzer, Doherty, & O’Connor, 1989),

possibly because, in providing statistical information

about the task, it helps forecasters to reject erroneous

hypotheses that they are entertaining (Kluger &

DeNisi, 1996). Nevertheless, in some contexts differ-

ent types of feedback may be more appropriate for

improving different elements of the forecasting task.

For example, Stone & Opel (2000) found that

performance feedback was only effective in improv-

ing the calibration of probability forecasts, while task

properties feedback only improved the forecasters’

discrimination (i.e., their ability to distinguish be-

tween cases where the target event will occur from

those where it will not occur), and actually worsened

calibration. Moreover, the relative effectiveness of the

different types of feedback is likely to depend closely

on the characteristics of the forecasting task and hence

vary between tasks (Fischer & Harvey, 1999).

Of course, the value of any type of feedback is also

likely to depend on its understandability, timeliness,

accuracy and presentation. For example, Lim, O’Con-

nor and Remus (2005) found that, when improve-

ments were needed in a decision-making task,

presenting cognitive process feedback via a text

message was more effective than presenting it in the

form of a multimedia display showing an expert

delivering the message. This was apparently because

the cognitive resources needed to process the text

message were more closely matched to the level of

resources required to improve the accuracy of the

decisions (Keller & Block, 1997).

5.2. Decomposition

Decomposition methods are designed to improve

accuracy by splitting the judgmental task into a series

of smaller and cognitively less demanding tasks, and

then combining the resulting judgements. Armstrong

(2001) distinguishes between decomposition, where

the breakdown of the task is multiplicative (e.g. sales

forecast=market size forecast�market share forecast),

and segmentation, where it is additive (e.g. sales

forecast=Northern region forecast+Western region

forecast+Central region forecast), but we will use the

term for both approaches here. Surprisingly, there has
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been relatively little research over the last 25years into

the value of decomposition and the conditions under

which it is likely to improve accuracy. In only a few

cases has the accuracy of forecasts resulting from

decomposition been tested against those of control

groups making forecasts holistically. One exception is

Edmundson (1990) who found that for a time series

extrapolation task, obtaining separate estimates of the

trend, seasonal and random components and then

combining these to obtain forecasts led to greater

accuracy than could be obtained from holistic forecasts.

Similarly, Webby, O’Connor and Edmundson (2005)

showed that, when a time series was disturbed in some

periods by several simultaneous special events, accu-

racy was greater when forecasters were required to

make separate estimates for the effect of each event,

rather than estimating the combined effects holistically.

Armstrong and Collopy (1993) also constructed more

accurate forecasts by structuring the selection and

weighting of statistical forecasts around the judge’s

knowledge of separate factors that influence the trends

in time series (causal forces).

Many other proposals for decomposition methods

have been based on an bact of faithQ that breaking

down judgmental tasks is bound to improve accuracy

or upon the fact that decomposition yields an audit

trail and hence a defensible rationale for the forecasts

(Abramson & Finizza, 1991; Bunn & Wright, 1991;

Flores, Olson, & Wolfe, 1992; Saaty & Vargas, 1991;

Salo & Bunn, 1995; Wolfe & Flores, 1990). Yet, as

Goodwin and Wright (1993) point out, decomposition

is not guaranteed to improve accuracy and may

actually reduce it when the decomposed judgements

are psychologically more complex or less familiar

than holistic judgements, or where the increased

number of judgements required by the decomposition

induces fatigue.

5.3. Combining forecasts

A third strategy for improving judgmental forecasts

involves combining these forecasts either with statis-

tical forecasts or with other judgmental forecasts.

Combination procedures can range from mechanical

methods (e.g. taking a simple or weighted average of

the constituent forecasts) to the use of judgement to

determine how the forecasts should be combined.

Combination has been one of the major areas of
forecasting research over the last 25years (Clemen,

1989), and the method is thought to work because the

forecasts being combined draw upon different infor-

mation sources and hence increase the information

upon which the forecast is based. This combination of

many independent estimates accounts for the observed

accuracy of prediction markets, such as the Iowa

electronic markets (Surowiecki, 2004). Indeed, it can

be shown that mechanical combinations of forecasts

are most effective when the forecasts are negatively

correlated (Bunn, 1987; Goodwin, 2000a). The

complementary strengths of judgmental and statistical

forecasts suggest that combinations of these two

methods are likely to be worth considering in many

contexts (Blattberg & Hoch, 1990; Lawrence et al.,

1986).

How should combination be carried out? Earlier

reviews of the literature suggested that mechanical

combinations of point forecasts are likely to lead to

greater accuracy than those based on judgement

(Goodwin & Wright, 1994; Webby & O’Connor,

1996). However, Fischer and Harvey (1999) found

that when the judge received performance feedback

relating to each of the individual forecasts available

for combination, the accuracy of judgmental combi-

nation surpassed that of the simple average. If

mechanical combination is to be used, de Menezes,

Bunn, and Taylor (2000) present guidelines on which

approach is likely to be most appropriate, depending

on the forecaster’s objectives.

Other researchers have investigated the nature of

forecasts which should be included in a combination.

When judgmental combination is employed, Harvey

and Harries (2004) argue that the person combining

the forecasts should not include their own forecast in

the combination because they are likely to over-

weight this. Indeed, they should consider refraining

from making their own forecasts at all. When

judgmental forecasts are to be mechanically combined

with univariate statistical forecasts, Sanders and Ritz-

man (1995) argue that the judgmental forecast should

be based on contextual information (or domain

knowledge), especially where the time series has a

high degree of variability. When probability forecasts

are required, Clemen, Murphy and Winkler (1995)

demonstrate a method for screening out forecasting

methods that are inferior to other methods or do not

add any information to the combination.



M. Lawrence et al. / International Journal of Forecasting 22 (2006) 493–518 509
5.4. Taking advice

Taking advice from others on what the forecast

should be is similar to combining in that the

judgmental forecaster faces the task of combining

the advice with a prior estimate of the appropriate

forecast. Indeed, the dadviceT might be available in the

form of a statistical forecast (e.g. Lim & O’Connor,

1995), rather than the recommendation of a human

judge. As with combination, advice is likely to be

particularly beneficial where it comes from indepen-

dent sources (Yaniv, 2004). Advice which is highly

correlated with the initial forecast or where the

multiple sources are themselves correlated is unlikely

to improve accuracy.

There is evidence that people tend to attach less

weight to the advised forecast than to their own prior

estimate, possibly because they have greater access to

and belief in the rationale underlying their own view

than to the reasons underpinning the advice (Yaniv &

Kleinberger, 2000). In addition, the weight they attach

to the advice is dependent on the reputation of the

advisor, but reputations are more easily lost than

gained in that negative information about the advisor

is perceived to be more diagnostic than positive

information (Yaniv & Kleinberger, 2000). When

advice is available from multiple sources, people will

also give more weight to advice that they perceive to

come from more experienced people (Harvey &

Fischer, 1997). Harvey, Harries and Fischer (2000)

found that forecasters are also better at assessing the

quality of the different sources than they are at using

that advice. They therefore suggested that forecasters

should be asked only to assess the weights that are

appropriate for each source of advice and that these

weights should then be used mechanically to combine

the estimates from the different sources.

5.5. Bootstrapping and correction

A major finding of the dgeneralT literature on

human judgment has been that the use of a statistical

model of how a judge arrives at predictions tends to

lead to more accurate predictions than the judge—a

process known as (judgmental) bootstrapping (e.g.

Dawes, 1975). This occurs because the model

daverages outT the judge’s inconsistency. However,

time series forecasting tasks differ from those used in
earlier studies of bootstrapping in that there is usually

a very large, or even infinite, number of possible cues

available to the forecaster, many of which may not be

available to the model (Yaniv & Hogarth, 1993).

Moreover, some of the cues will be serially correlated

or configural. These factors will tend to favour the

original judgments relative to the model, and therefore

some studies (e.g. see Lawrence & O’Connor, 1996)

have cast doubt on the value of bootstrapping in this

context.

However, statistical forecasting methods can play

another role in improving judgmental forecast

accuracy—they can be used to forecast the error in

judgmental forecasts. This predicted error can then

be used to correct the judgmental forecast. Correc-

tion methods are appropriate when the biases

associated with judgmental forecasts are systematic

and sustained (e.g. Lawrence et al., 2000). A number

of correction methods have been proposed. Theil’s

method (Theil, 1971), which was suggested over 30

years ago, has been found to be effective in

improving accuracy in more recent research (e.g.

Ahlburg, 1984; Elgers et al., 1995; Goodwin, 1996,

2000a). This method involves regressing past out-

comes onto judgmental forecasts and using the

resulting model to correct future forecasts. Goodwin

(1997) extended Theil’s method by using discounted

weighted regression to allow the correction proce-

dure to adapt to changes in the nature of the

judgmental forecaster’s biases over time. Fildes

(1991) found that when judgmental forecasters had

access to cue information, a correction based on a

regression of past forecast errors on to the values of

the cues led to improved accuracy. This improve-

ment occurred because the correction removed a

tendency of the forecasters to overweight recently

released information.

5.6. Judgmental adjustments of statistical forecasts

An alternative way of integrating statistical meth-

ods and judgement is to allow the forecaster to apply

judgmental adjustments to statistical forecasts. Twen-

ty-five years ago researchers were suggesting that

judgmental adjustment should be discouraged because

it harmed accuracy (e.g. Carbone, Andersen, Corri-

veau, & Corson, 1983). For example, Armstrong

(1985, p. 273) argued bBusiness people and econo-
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metricians revise sales forecasts that have been

produced by objective methods. Not only is this bad

practice, but it also leads to poor forecasts.Q
The main problem with judgmental adjustment is

that forecasters read systematic patterns in the noise

associated with a series (Eggleton, 1982; O’Connor et

al., 1993). As a result they adjust statistical forecasts

that they think have missed these patterns, with the

result that forecast accuracy is reduced. However,

more recent research has found that adjustments can

improve the accuracy of statistical forecasts under the

right conditions. The first condition is where the

statistical method is deficient in its estimation of the

underlying time series pattern (Willemain, 1989).

Willemain (1991) has suggested that this can be

detected by comparing the accuracy of the statistical

method with that of a naı̈ve forecast. He found that

forecast accuracy could be improved by restricting

adjustments to cases where the naı̈ve forecast per-

formed best. As indicated earlier, the second condition

where judgmental adjustment is likely to be beneficial

is where the forecaster has important domain knowl-

edge that is not available to the statistical method,

such as knowledge about a forthcoming sales promo-

tion campaign (e.g. see Donihue, 1993; Goodwin &

Fildes, 1999; Mathews & Diamantopoulos, 1990;

McNees, 1990; Turner, 1990; Vere & Griffiths, 1995;

Wolfe & Flores, 1990).

The adjustment process involves two stages: (i) a

decision on whether a statistical forecast needs adjust-

ing and (ii) an estimate of the size of the adjustment that

is required. Most research over the last 25years has

focussed on the first stage and investigated ways in

which forecasters can be discouraged from making

gratuitous adjustments to statistical forecasts. Strat-

egies such as advertising the relative inaccuracy of

judgmental adjustments by providing performance

feedback do not appear to work (Lim & O’Connor,

1995). Allowing the forecaster to participate in the

selection of the statistical forecast has had mixed

results (Lawrence, Goodwin, & Fildes, 2002).

Forecasters made fewer adjustments when they were

involved in the selection of the statistical forecast,

but the forecasts they selected were often poor.

Requiring forecasters to record the reasons for their

adjustments (Goodwin, 2000b) has had some

success, though even then, 35% of forecasts were

still adjusted unnecessarily to the detriment of
forecast accuracy. Even when a forecaster is aware

that a forecasting model has omitted a variable,

Bunn and Salo (1996) show that making a

judgmental adjustment to take into account the

effects of this variable may be undesirable where

the omitted variable is collinear with a variable

included in the model. Adjustment in these circum-

stances may lead to a double counting bias. To

mitigate this danger, Bunn and Salo propose a

formal screening procedure which indicates whether

adjustments are necessary. Bunn (1996) also empha-

sizes the potential benefits of transparent statistical

methods that are conducive to more insightful

judgmental interactions.

When it comes to improving the estimation of the

size of adjustment that is required, researchers have

tended to suggest methods based on structured

decomposition (Bunn & Wright, 1991; Bunn, 1996),

though few specific structures have been proposed

and investigated. Wolfe and Flores (1990) and Flores

et al. (1992) have applied decomposed adjustments

based on the Analytic Hierarchy Process but this

approach has been questioned by Belton and Goodwin

(1996) and Salo and Bunn (1995).

5.7. Ensuring that forecasters have technical

knowledge

Sanders and Ritzman (1992) investigated whether

providing the judgmental forecaster with technical

knowledge improved accuracy. Their definition of

technical knowledge embraced knowledge not only of

statistical forecasting methods, but also knowledge of

the biases inherent in human judgement. They found

that possession of technical knowledge did not

improve judgmental forecasters’ accuracy. Edmund-

son (1990) reached a similar conclusion, while

Lawrence et al. (1985) found that technical knowl-

edge improved accuracy when data was presented in a

tabular, rather than graphical, format. However, all of

these studies considered situations where only time

series data was available.
6. Suggestions for future research

Much has been learned over the last 25 years

about the important role that judgment can play in
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forecasting if it is applied appropriately. Neverthe-

less, many questions remain to be answered. So

where should research efforts be directed over the

next 25 years? We need to know more about the

performance of experts in forecasting since different

studies have yielded contradictory findings abut the

value of expertise (Bolger & Wright, 1994; Griffin &

Brenner, 2004). We also need to know more about

how people acquire and use information when they

make forecasts and the effects of differences in the

availability of information (Camerer, Loewenstien, &

Weber, 1989; Stewart, 2001; Yaniv & Hogarth, 1993;

Yaniv et al., 1991). There is still scope for more

research on the influence of heuristics and biases on

forecast accuracy. The role of biases like illusory

correlation and hindsight bias (the dknew-it-all-along’
effect) has been largely neglected (Wilkie, Tuohy, &

Pollock, 1993). We also anticipate the contribution of

research on the value of forecasts and the commu-

nication of these forecasts.

Much also remains to be researched to develop

improved methods for supporting judgmental fore-

casters, particularly support in identifying when

judgmental intervention is needed and when it is

not needed. Promising areas of research for acomp-

lishing this objective include: the role of restrictive-

ness and guidance in forecasting support systems

(Silver, 1991), effort manipulation (Todd & Benba-

sat, 1999), support for dialectical inquiry (Kasper,

1996), the different support needs of novice and

experienced forecasters, support for use of analo-

gies, support for the groups of forecasters and the

use of new technologies in providing intelligent

agents and on-line advisors. The next 25 years

promises to be as exciting for researchers as the

last.
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